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Abstract—Reliable Group Data Delivery (RGDD) is a pervasive
traffic pattern in data centers. In an RGDD group, a sender
needs to reliably deliver a copy of data to all the receivers.
Existing solutions either do not scale due to the large number
of RGDD groups (e.g., IP multicast) or cannot efficiently use
network bandwidth (e.g., end-host overlays).

Motivated by recent advances on data center network topology
designs (multiple edge-disjoint Steiner trees for RGDD) and
innovations on network devices (practical in-network packet
caching), we propose Datacast for RGDD. Datacast explores two
design spaces: 1) Datacast uses multiple edge-disjoint Steiner
trees for data delivery acceleration. 2) Datacast leverages in-
network packet caching and introduces a simple soft-state based
congestion control algorithm to address the scalability and
efficiency issues of RGDD.

Our analysis reveals that Datacast congestion control works
well with small cache sizes (e.g., 125KB) and causes few duplicate
data transmissions (e.g., 1.19%). Both simulations and experi-
ments confirm our theoretical analysis. We also use experiments
to compare the performance of Datacast and BitTorrent. In
a BCube(4, 1) with 1Gbps links, we use both Datacast and
BitTorrent to transmit 4GB data. The link stress of Datacast is
1.01, while it is 1.39 for BitTorrent. By using two Steiner trees,
Datacast finishes the transmission in 16.9s, while BitTorrent uses
52s.

Index Terms—Multicast, congestion control, content distribu-
tion

I. INTRODUCTION

RELIABLE Group Data Delivery (RGDD) is widely used
in cloud services (e.g., GFS [15] and MapReduce [5])

and applications (e.g., social networking, Search, scientific
computing). In RGDD, we have a group which contains one
data source and a set of receivers. We need to reliably deliver
the same copy of bulk data from the source to all the receivers.

Existing solutions for RGDD can be classified into two
categories: 1) Reliable IP multicast. IP multicast suffers from
scalability issues, since it is hard to manage a large number
of group states in the network. Adding reliability is also
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challenging, due to the ACK implosion problem [13]. 2) End-
host based overlays. Overlays are scalable, since devices in
the network do not maintain group states. Reliability is easily
achieved by using TCP in overlays. However, overlays do not
use network bandwidth efficiently. The same copy of data may
traverse the same link several times, resulting in high link
stress. For example, ESM [19] reported that the average and
worst-case link stresses are 1.9 and 9, respectively.

Motivated by the recent progresses on data center network
(DCN) topologies and network devices, we explore new
opportunities in supporting RGDD for DCN: 1) Recently
proposed DCN topologies have multiple edge-disjoint Steiner
trees1, which has not been well studied before. These multiple
Steiner trees may enable full utilization of DCN bandwidth.
2) There is a clear technical trend that network devices are
providing powerful packet processing abilities by integrat-
ing CPUs and large memory. This makes in-network packet
caching practical. By leveraging in-network packet caching,
we can address the scalability and bandwidth efficiency issues
of RGDD.

However, it is challenging to take advantage of these
opportunities. The multiple edge-disjoint Steiner trees prob-
lem has been studied for decades. Unfortunately, existing
algorithms [6] cannot generate enough edge-disjoint Steiner
trees within a short time, even in well structured data center
networks. Although network devices are becoming capable of
in-network packet caching, the resource is not unlimited. We
need to use as small caches as possible for each group to
maximize the number of simultaneously supported groups. At
the same time, we need to increase bandwidth efficiency by
reducing duplicate packets transmitted in the network.

In this paper, we design Datacast to address the above
challenges. Leveraging the properties of the DCN topologies,
Datacast introduces an efficient algorithm to calculate multiple
edge-disjoint Steiner trees, and then distributes data among
them. In each Steiner tree, Datacast leverages the concept of
CCN [14]. To help Datacast achieve high bandwidth efficiency
with small cache size in intermediate nodes, we design a rate-
based congestion control algorithm, which follows the clas-
sical Additive Increase and Multiplicative Decrease (AIMD)
approach. Datacast congestion control leverages a key ob-
servation: the receiving of a duplicate packet request at the
source can be interpreted as a congestion signal. Different
from previous work (e.g., TFMCC [27] and pgmcc [22]),

1In this paper, we define a Steiner tree as a tree whose root is the data
source, and spans all the receivers.
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which uses explicit information exchanges between the source
and receivers, Datacast is much simpler. To understand the
performance of Datacast, we build a fluid model. By analyzing
the model, we prove that Datacast works at the full rate when
the cache size is greater than a small threshold (e.g., 125KB),
and also derive the ratio of duplicate data sent by the data
source (e.g., 1.19%). We have built Datacast in NS3, and
also have implemented it with the ServerSwitch [8] platform.
Simulations and experiments verify our theoretical results,
which suggest that Datacast achieves both scalability and high
bandwidth efficiency.

This paper makes the following contributions: 1) We design
a simple and efficient multicast congestion control algorithm,
and build a fluid model to understand its properties. 2) We
propose a low time-complexity algorithm for multiple edge-
disjoint Steiner trees calculation. 3) We implement Datacast
with the ServerSwitch platform, and validate its performance.

II. BACKGROUND

A. Reliable group data delivery

In data center applications and services, Reliable Group
Data Delivery (RGDD) is a pervasive traffic pattern. The
problem of RGDD is, given a data source, Src, and a set of
receivers, R1, R2, · · · , Rn, how to reliably transmit bulk data
from Src to all the receivers. A good RGDD design should be
scalable and achieve high bandwidth efficiency. The following
cases are typical RGDD scenarios.

Case 1: In data centers, servers are typically organized as
physical clusters. During bootstrapping or OS upgrading, the
same copy of the OS image needs to be transferred to all the
servers in the same cluster. A physical cluster is further divided
into sub-clusters of different sizes. A sub-cluster is assigned
to a service. All the servers in the same sub-cluster may need
to run the same set of applications. We need to distribute the
same set of program binaries and configuration data to all the
servers in the sub-cluster.

Case 2: In distributed file systems, e.g., GFS [15], a chunk
of data is replicated to several (typically three) servers to
improve reliability. The sender and receivers form a small
replication group. A distributed file system may contain tens
of Peta bytes using tens of thousands machines. Hence the
number of replication groups is huge. In distributed execution
engine, e.g., Dryad [20], a copy of data may need to be
distributed to many servers for JOIN operations.

Case 3: In Amazon EC2 or Windows AZure, a tenant may
create a set of virtual machines. These virtual machines form
an isolated computing environment dedicated to that tenant.
When setting up the virtual machines, customized virtual
machine OSes and application images need be delivered to
all the physical servers that host these virtual machines.

Figure 1(a) and 1(b) show the group size and traffic volume
distributions for a RGDD service in a large production data
center. We use these two figures to show the challenges in
supporting RGDD.
The system should be scalable. As we have mentioned in the
above scenarios, we need to support a large number of RGDD
groups in large data centers. Figure 1(a) further shows that the
group size varies from several servers to thousands of servers
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Fig. 1. RGDD groups and traffics in data centers.

and even more. The large number of groups and the varying
group sizes pose scalability challenges, since maintaining a
large number of group states in the network is hard (as
demonstrated by IP multicast).
Bandwidth should be efficiently and fully used. Figure 1(b)
shows the traffic volume distribution for group communica-
tions. It shows that the groups transmitting more than 550MB
data contribute 99% RGDD data traffic volume. Due to the
large number of groups and the large data sizes, RGDD
contributes a significant amount of traffic. This requires that
RGDD uses network bandwidth efficiently. On the other hand,
the new DCN topologies (e.g., BCube [7] and CamCube [9])
provide high network capacity with multiple data delivery
trees. An RGDD design should take full advantage of these
new network topologies to speedup data delivery.

In what follows, we introduce recent technology progresses
on DCN topologies and network devices, which we leverage
to address the above challenges.

B. New opportunities

Multiple edge-disjoint Steiner trees. Different from the In-
ternet, DCNs are owned and operated by a single organization.
As a result, DCN topologies are known in advance, and we
can assume that there is a centralized controller to manage
and monitor the whole DCN. Leveraging such information,
we can improve RGDD efficiency by building efficient data
delivery trees. Furthermore, several recently proposed DCNs
(e.g., BCube [7] and CamCube [9]) have multiple edge-
disjoint Steiner trees which can be used to further accelerate
RGDD.
In-network packet caching becomes practical. Recently, we
observe a clear technical trend for network devices (switches
and routers). First, powerful CPUs and large memory are
being included in network devices. The new generation of
devices are equipped with multi-core X64 CPUs and several
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GB memory, e.g., Arista 7504 has 2 AMD Athlon X64
Dual-Core CPUs and 4GB DRAM. Second, the merchant
switching ASIC, CPU and DRAM can be connected together
by using the state-of-the-art PCI-E interface, as demonstrated
by research prototype (e.g., ServerSwitch [8]) and products
(e.g., Force10 S7000 [21]). With the new abilities of network
devices, many in-network packet processing operations (e.g.,
in-network packet caching) become practical. In this paper,
we explore in-network packet caching. By turning hard-states
for group managements in intermediate network devices into
soft-states based packet caching, we address the scalability
and efficiency issues of RGDD.

However, technical challenges exist to take advantage of
these opportunities. First, given the network topology, cal-
culating one single Steiner tree with minimal cost is NP-
hard [16]. What is more challenging is that we have to
calculate multiple Steiner trees, and the calculation has to
be fast enough (otherwise it may be more time consuming
than data dissemination). Second, we have a large number
of RGDD groups to support and have limited resources in
intermediate network devices. How to use as few resources as
possible to support more RGDD groups is a challenge.

We design Datacast to explore the new design spaces pro-
vided by the new opportunities. The design goal of Datacast
is to achieve scalability and also high bandwidth efficiency. In
what follows, we first introduce the architecture of Datacast,
then describe how Datacast addresses the above technical
challenges.

III. DATACAST OVERVIEW

Figure 2 shows the architecture of Datacast. There are five
components in Datacast: Fabric Manager, Master, data source,
receivers, and intermediate devices (IMD). Fabric Manager
is a centralized controller, which maintains a global view
of the network topology. When we need to start an RGDD
group, we first start a Master. The Master will get topology
information from Fabric Manager and then calculate multiple
edge-disjoint Steiner trees. After that, the Master will send the
tree information and other signalling messages (e.g., which
file to fetch) to receivers via a signalling protocol. Then
data transmission begins. When transmitting data, the data
source will run our congestion control algorithm. During the
whole process, intermediate devices do not interact with Fabric
Manager, Master, the source or any receivers. These devices
just cache and service data based on their local decisions.

To deliver signalling messages efficiently, we have built a
signalling protocol, which uses a hierarchical transmission tree
structure (generated by the Breadth First Search algorithm)
to transmit signalling messages. It encodes the transmission
tree into the message. Each node in the transmission tree
decodes the signalling message, splits the tree into subtrees
and forwards each subtree to its corresponding children. When
the signalling messages reach the leaves, ACKs are generated
and aggregated along the paths from leaves to the root. Using
the message split and aggregation, signalling messages can be
reliably and efficiently delivered.

In large data centers, failures are inevitable. Different from
BitTorrent [4], which achieves fault tolerant in a distributed

Fig. 2. The architecture of Datacast.

way, Datacast handles network failures in a centralized man-
ner. In Datacast, Fabric Manager monitors the network status
in real time. When network failures happen, Fabric Manager
will send the new topology information to all the Masters, and
each Master will recalculate the Steiner trees and notify the
affected receivers accordingly.

To monitor the network status in real time, LSAs (Link State
Advertisement) are used. A network device sends LSAs to all
its direct neighbors under two conditions: 1) A network device
sends LSAs periodically (e.g., 5s). 2) A network device sends
LSAs when it detects link state changes (e.g., a link encounters
a failure). To detect link state changes, each network device
uses a simple heartbeat protocol. When a network device
receives a new LSA, it forwards the LSA to all its ports except
the incoming one. Fabric Manager uses the latest received
LSAs to decide the real time network status and construct the
spanning tree for signaling delivery.

In the following sections, we will present two key designs of
Datacast: the fast calculation of multiple edge-disjoint Steiner
trees, and the Datacast congestion control protocol which helps
Datacast achieve scalability and high bandwidth efficiency.

IV. MULTIPLE EDGE-DISJOINT STEINER TREES IN DCN
In this section, we first present the algorithm on multiple

Steiner trees calculation, then discuss how to use these mul-
tiple Steiner trees for data delivery.

A. Calculation of multiple Steiner trees

It has been known that using multiple Steiner trees can
improve the transmission efficiency [3]. However, constructing
multiple edge-disjoint Steiner trees in a given (data center)
topology has not been investigated before. The problem is,
for a given network G(V,E), where V is the set of nodes
and E is the set of edges, and a group D containing one
source and a set of receivers, how to calculate the maximum
number of edge-disjoint Steiner trees. This is the well known
multiple edge-disjoint Steiner trees problem, which has been
studied for decades. Unfortunately, calculating Steiner trees is
NP-hard [16].
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// G is the DCN network, D is the Datacast group.
CalcSteinerTrees(G, D):

// 1) construct multiple spanning trees
SPTSet = G.CalcSpanningTrees(D.src);

// 2) prune each spanning trees
foreach (SPT in SPTSet)

SteinerTree = Prune(SPT, D);
SteinerTreeSet.add(SteinerTree);

// 3) repair Steiner trees if they are broken
foreach (SteinerTree in SteinerTreeSet)

if (SteinerTree has broken links)
if (RepairSteinerTree(SteinerTree, G) == false)

Release(SteinerTree);
SteinerTreeSet.remove(SteinerTree);

return SteinerTreeSet;

Fig. 3. The algorithm for multiple edge-disjoint Steiner trees calculation.

We therefore turn our attention to heuristic algorithms. One
reasonable approach is as follows. There are algorithms for
calculating multiple edge-disjoint spanning trees (e.g., [6]).
We can first find the multiple edge-disjoint spanning trees, and
then prune the unneeded edges and nodes to get the Steiner
trees.

However, the generic multiple spanning trees algorithms
do not work well for our case. First, the time complexity
of calculating the spanning trees is high. The best algorithm
we know is Po’s algorithm [25]. Its time complexity is
O((k′)2|V ||E|), which is too high for RGDD (we will see
that in Section VI-A1). Second, the depths of the spanning
trees generated by the generic algorithm can be very large.
For example, the average and worst-case depths of the trees
for RGDDs in BCube can be 1000+ and 2000+ hops, whereas
the network diameter is only 8.

Fortunately, we observe that DCNs, e.g., Fattree, BCube
and multi-dimensional Torus, are well structured topologies.
These topologies are also well studied. Multiple spanning trees
construction algorithms for these topologies are already known
(e.g., [7], [23]), and these spanning trees have good qualities,
e.g., small tree depths. However, network failures (e.g., link
failures) are common in real networks. Without reorganizing
the spanning trees, network failures could possibly break all
the trees generated by these algorithms. In order to solve the
problem, we propose a multiple edge-disjoint Steiner trees
algorithm, which is shown in Figure 3. The algorithm contains
three parts.

The first part of this algorithm uses specific algorithms to
construct spanning trees for specific DCN topologies (without
considering network failures). For example, in Fattree [1],
Breadth First Search (BFS) can generate a spanning tree,
and the spanning trees algorithms for BCube and Torus are
proposed in [7] and [23]. The time complexity of these
algorithms are O(k|V |), where k is the number of edge
disjoint Spanning trees.

The second part prunes the links that are not used in data
transmissions. To prune the spanning tree, we calculate the
paths from the receivers to the source in the spanning tree.
Then the set of links involved in the paths form a Steiner
tree. The time complexity of pruning all the spanning trees is
O(|E|), since each link will only be traversed once.

The third part tries to repair the broken trees affected by link
failures. The core idea of repairing a Steiner tree is: we first
release the broken tree, and then try to use BFS to traverse
the free and active links to construct a new Steiner tree. The
repairing algorithm applies this idea to the broken trees one by
one as shown in Figure 3. Although this idea is simple, it has
the following benefits: 1) It guarantees at least one Steiner tree
if all the receivers are connected. 2) The depth of the tree is
locally minimized due to the use of BFS. The time complexity
of repairing all the trees is O(k′|E|), where k′ is the number
of Steiner trees to be repaired.

Our multiple Steiner trees calculation algorithm is fast. The
time complexity of the algorithm is O(k|V |) + O(|E|) +
O(k′|E|), which contains the construction and pruning of
spanning trees and the repairing of Steiner trees. Our algorithm
also has good performance (in terms of the number of Steiner
trees) and is fault tolerant. Even if there are network failures,
we can still create a number of Steiner trees. We have derived
an upper bound of the number of Steiner trees, and found
that the number of Steiner trees generated by our algorithm
is very close to the upper bound (details will be shown in
Section VI-A2).

B. Data distribution among multiple Steiner trees

To use multiple Steiner trees for data delivery, we first split
the data into blocks, and then feed each tree with a block.
When a Steiner tree finishes transmitting the last data packet of
the current block, we know that the transmission of the current
block is finished. Then the data source will use our signalling
protocol to deliver the information of the next block to be
transferred, e.g., the name of the block, to the receivers. After
that the Steiner tree will start to transmit the next block. This
process repeats until all the blocks are successfully delivered.

V. DATACAST TRANSPORT PROTOCOL

In this section, we introduce in-network packet caching in
Datacast, present the Datacast congestion control algorithm
and discuss the cache management mechanism. By building
a fluid model for the congestion control, we also derive the
condition under which Datacast operates at the full rate, and
its efficiency.

A. Data transmission with in-network caching

In-network packet caching has been used in many previous
works, including Active Networking [24], RE (redundancy
elimination) [2], and CCN [14]. Datacast is built on top of
CCN. In CCN, every single packet is assigned a unique,
hierarchical name. A user needs to explicitly send an interest
packet to ask for the data packet. Any intermediate device
that has the requested data along the routing path can respond
with the data packet. The network devices along the reverse
routing path then cache the data packet in their content stores
for later uses. CCN therefore turns group communication into
in-network packet caching.

Datacast improves CCN as follows: 1) Datacast introduces
a congestion control algorithm to achieve scalability and high
bandwidth efficiency. 2) Datacast only caches data packets at



2636 IEEE JOURNAL ON SELECTED AREAS IN COMMUNICATIONS, VOL. 31, NO. 12, DECEMBER 2013

Fig. 4. An illustration of in-network caching.

branching nodes, which helps the whole system save memory.
3) Datacast uses source routing to enforce routing paths, so
no Forwarding Information Base (FIB) management is needed
at the intermediate devices.

Figure 4 shows an example of data delivery with in-network
caching supports. The green node, 00, is the data source. The
blue nodes, 12, 13, 21 and 33, are the receivers. Two Steiner
trees calculated by the algorithm proposed in Section IV
are shown in solid lines and dashed lines separately. The
transmission in Steiner tree A could take the following steps:
1) Node 21 sends an interest packet to node 00 through the
path {21, 11, 01, 00}. Node 00 sends the requested data back
along the reverse path. Then the data packet is cached at the
branch node 01. 2) Node 12 sends an interest packet along
the path {12, 02, 01, 00} asking for the same data. When the
interest arrives at node 01, node 01 finds that it has already
cached the data packet, so it terminates the interest and sends
back the data packet. Then the data are cached at node 02
and 12. 3) Node 13 sends its interest along the path {13, 12,
02, 01, 00}. Then the data is replied by node 12, since it has
cached the data. 4) Node 33 sends its interest along the path
{33, 32, 02, 01, 00}, and node 02 returns the data packet.

Note that the execution order of the four steps is not
important. They can be executed in an arbitrary order, and
still achieve the same result. The reason is that, in the end,
all the steps together cover the same Steiner tree by traversing
every link of the tree exactly once.

B. Datacast congestion control algorithm

Datacast congestion control algorithm works for a single
Steiner tree. It is one of the most important part of Datacast
to realize its design goal, i.e., to achieve scalability and high
bandwidth efficiency. Since Datacast turns hard group states
into soft-state based packet caching, it is natural to require
that the cache size in intermediate devices for each group is as
small as possible (so as to support more groups), and the rates
of receivers are synchronized (so as to improve bandwidth
efficiency). If the rates of receivers are synchronized, only
one copy of each packet is delivered in a Steiner tree. When

receivers have different receiving bandwidth, we expect all the
rates of receivers are synchronized to the receiving rate of the
slowest receiver.

A synchronized scheme may suffer from significant
throughput degradation if a receiver in the group has a small
receiving rate. In this case, we may either kick out the very
slow receivers, or split the data delivery group into multiple
ones. These topics are our future work.

Datacast uses the classical AIMD for congestion control.
This is not new. What is new in Datacast is how congestion
is detected. Datacast uses duplicate interests as congestion
signals. A duplicate interest is an interest requiring the same
data which has been asked before. The source receives a
duplicate interest in the following two cases: 1) The network is
congested, so some packets are dropped. Then the receiver will
retransmit the interest, which serves as a duplicate interest. 2)
Receivers are out of sync. When slow receivers cannot keep
up with the fast ones, their interests will not be served by the
cache of the intermediate devices. The interests will finally be
sent to the data source, which serves as duplicate interests. In
these cases, the source needs to slow down its sending rate.
On the other hand, if there is no congestion and the rates
of receivers are well synchronized, there will be no duplicate
interests, and the source should increase its sending rate.

After congestion is detected, the rate adjustment becomes
easy: when the source receives a duplicate interest, it decreases
its sending rate by half; when no duplicate interest is received
in a time interval T , the source increases the sending rate
by δ. Datacast congestion control is therefore rate-based. The
source maintains and controls a sending rate r2. Note that the
sending rate of the duplicate data packet is not constrained
by the congestion control, since the corresponding duplicate
interest packets are from the slowest receiver, and the receiving
rate of the slowest receiver should not be further reduced.

At the receivers’ side, each receiver is given a fixed number
of credit, w, which means that one receiver can send at most
w interests into the network. When a receiver sends out an
interest, the credit is decremented by one. When it receives a
data packet, its credit is incremented by one. In Datacast, the
guideline for setting w is to saturate the pipe. In a DCN with
1Gbps link, when the RTT is 200us (which is a typical network
latency in a data center environment), w = 16 can saturate the
link. To achieve reliability, the receiver retransmits an interest
if the data packet does not come back after a timeout. The
timeout is calculated in the same way as TCP.

To summarize, Datacast congest control algorithm works as
follows.

r = {
r
2 when a duplicate interest is received.
r + δ when there is no duplicate interest in T.

As we can see, Datacast congestion control algorithm is
simple. The source does not need to know which receiver is
the slowest one, and what is the available bandwidth of that
slowest receiver. In Section V-D, we will show analytically
that Datacast uses small cache sizes and results in few dupli-
cate data transmissions.

2To be exact, this is the rate of the source’s token bucket.
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C. Cache management

To prevent cache interferences among different transmission
trees, we use a per-tree based cache replacement algorithm.
Each device uses a per Datacast tree based cache with size
C. This is possible due to the following reasons: 1) A
Datacast tree can be uniquely identified by a global unique
tree transmission id (assigned by Master). 2) The cache size
needed by each tree is small (as we will show in the next
subsection).

In each tree, we find that the most popular data packets are
the new ones, since new data packets will always be accessed
by other receivers in the future. To keep new data packets in
caches and erase old data packets, Datacast chooses First In
First Out (FIFO) as its per-tree cache replacement policy. To
prevent unpopular data packets from being put into caches,
Datacast does not cache duplicate data packets.

Note that although this is a per-tree strategy, it is a scalable
solution. The reasons are: 1) Compared with IP multicast, we
do not need any protocol (e.g., IGMP) to maintain Datacast’s
per-tree states. Switches just use local decisions to manage
its cache. 2) Datacast can work efficiently with small caches,
e.g., 125KB, and large memory is expected for future network
devices, e.g., 16GB memory for a switch. If it uses 4GB as
Datacast cache, a network device can support up to 32k (≈
4GB

125KB ) simultaneous trees.

D. Properties of Datacast congestion control algorithm

In this subsection, we study the following questions: 1)
What is the condition for Datacast to work at the full rate (i.e.,
the receiving rate of the slowest receiver)? 2) When Datacast
works at the full rate, how many duplicate data will be sent
from the data source? We define the duplicate data ratio as
the ratio of the duplicate data sent by the source to all the
new data sent. To answer these questions, we have built a
fluid model and derived the following theorems3. (Details are
presented in Appendix.)

Theorem 1: Datacast works at the full rate, i.e., the rate of
the slowest receiver, R, if the cache size, C, satisfies

C >
R2T

2δ
− (w ·MTU −R ·RTTm) (1)

where RTTm is the slowest receiver’s minimum round trip
time (the pingback RTTs).

Theorem 2: When Datacast works at the full rate, the
duplicate data ratio of Datacast is lower than or equal to

δ
T

δ
T + R

2MTU
R +RTTm

the equal sign is true when RTTm = 0.
Theorem 1 tells us Datacast works at the full rate when the

cache size is greater than R2T
2δ − (w · MTU − R · RTTm).

For example, when δ = 5Mbps, T = 1ms, R = 100Mbps and
the credit number is just enough to saturate the pipe (i.e.,
w · MTU = R · RTTm), Datacast works at the full rate
when the cache size is larger than 125KB. Theorem 2 reveals
the bandwidth efficiency of Datacast. In the above example,

3These results nicely fall back to the ones in our previous work [10] when
latencies are ignored.
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Fig. 5. Performance of our multiple Steiner trees algorithm.

the duplicate data ratio is 1.19% when RTT is ignorable.
Theorem 1 and 2 tell us that Datacast achieves the goal of
high bandwidth efficiency, and also meets the requirement of
using small cache size in the intermediate devices.

VI. SIMULATION

A. Evaluation of the multiple Steiner trees algorithm

To study the performance of the multiple Steiner trees
algorithm, we use a Dell PowerEdge R610 server, which has
two E5520 Intel Xeon 2.26GHz CPUs and 32GB RAM. We
study our algorithm under three topologies, Fattree(24, 3),
BCube(8, 3) and Torus(16, 3). The BCube and Torus contain
4096 servers, while the Fattree contains 3456 servers. For
each simulation, we randomly generate link failures. The link
failure rates (LFR) include 1%, 3% and 5%. We ignore the
cases when the network is not connected.

1) Running time: Figure 5(a) shows the running times
of our algorithm. From the results, we can see that our
algorithm can finish all of the tree calculations within 10ms.
We compared our algorithm with the generic algorithm which
first calculates the spanning trees using Po’s algorithm [25],
then prunes them to get Steiner trees. The time complexity
of the generic algorithm is dominated by the spanning tree
calculation. The times needed for calculating spanning trees
for Fattree(24, 3), BCube(8, 3) and Torus(16, 3) are 1, 39 and
42 seconds respectively. This algorithm therefore cannot be
used in Datacast.

2) Steiner tree number: Figure 5(b) shows the numbers of
Steiner trees constructed by our algorithm. For BCube and
Torus, the numbers of Steiner trees decrease as the group size
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(a) Steiner Tree 1 (b) Steiner Tree 2

Fig. 6. The simulation and experiment setup.

and the link failure rate increase. This is expected, since a
large group would experience more link failures, and more
link failures will break more trees. Though Fattree has only
one Steiner tree, our algorithm helps on failure recovery when
the original tree is broken by link failures.

To check whether our algorithm can create enough Steiner
trees, we have derived an upper bound of the Steiner tree
number, which is the minimum value of the out-degree of the
source and the in-degrees of all the receivers. The Steiner tree
numbers produced by our algorithm are only 0.8% less than
the bounds on average.

3) Steiner tree depths: Our algorithm also guarantees small
tree depths. For example, when the link failure rate is 1%, the
average Steiner tree depths for BCube, Torus and Fattree, are
9.99, 24.31 and 6.00, respectively.

B. Micro benchmarks for Datacast congestion control algo-
rithm

We have built Datacast in NS3. In this subsection, we
use micro benchmarks to study Datacast congestion control
algorithm in a BCube(4, 1). We use a single multicast tree
shown in Figure 6(a). The green node, 00, is the source, while
the blue ones, 02, 10, 21, 23, 31 and 33, are the receivers. δ
= 5Mbps, T = 1ms and MTU = 1.5KB. The link rates are
1Gbps, and the propagation delays are 5us. We slow down
the link from switch <0,0> to node 02 to 100Mbps to make
node 02 the slowest receiver. The queue size for each link is
100 packets. The headers of the interest and data packets are
both 16 bytes. The initial rate of the source is 500Mbps.

1) Full Rate Cache Requirement: We first verify Theo-
rem 1. We vary the cache sizes from 8KB to 4096KB. Given
the credit numbers are 16, 48 and 72 packets, the bounds de-
rived by Theorem 1 are 102KB, 54KB and 18KB respectively.
The simulation results are shown in Figure 7(a). The results
suggest that Datacast works at the full rate when the cache
size is larger than the bound. Its throughput, 98.799Mbps, is
very close to the optimal results, which is 98.933Mbps (=
100Mbps × 1500−16

1500 ). The results also suggest that Datacast
experiences graceful throughput degradation when there is not
enough cache.

2) Duplicate Data Ratio: To verify Theorem 2, we vary the
rate increase, δ, from 0.10Mbps to 102.40Mbps. In an empty
network (no traffic), the round trip time is ignorable, so the
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Fig. 7. The finish times and duplicate data ratios of Datacast.

duplicate data ratio is δ
T /(

δ
T + R2

2MTU ). From the results shown
in Figure 7(b), we can see that the duplicate data ratio derived
from our model is consistent with the simulation results.

We also study the duplicate data ratio under the congestion
case. We add a queueing delay at the slow link, which varies
from 1us to 2ms. The results are shown in Figure 7(c), which
suggest that Theorem 2 captures the trend of the increase of
duplicate data ratios as the latency grows. From the results,
we can also see that even if congestion happens, the duplicate
data ratio is still lower than 0.1.

3) Performance under packet losses: To see whether Data-
cast is resilient to packet losses, we randomly drop data
packets at the link from switch <0,0> to node 02. The cache
sizes are set to 128KB. When the packet loss rate is 1.02%,
the finish time only increases by 2.76% and the duplicate ratio
is 1.23%.

4) Fairness: In this simulation, we set all the links back
to 1Gbps. To study intra-protocol (inter-protocol) fairness, we
use the Datacast group to compete with nine other Datacast
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Fig. 8. Intra-protocol and inter-protocol fairness.

groups (TCP flows). Three of them start at 10s, end at 40s.
Six of them start at 20s, end at 30s. Figure 8 shows the results.
We can see that Datacast achieves good intra-protocol (inter-
protocol) fairness.

Datacast achieves good inter-protocol fairness with TCP,
since their additive increase parts are at the same magnitude.
In this simulation, we measure that the RTT of TCP is about
1ms when there are nine TCP flows and one Datacast group.
TCP increases its rate at the speed of 12Mbps (= MTU

RTT ) per
RTT (1ms), while Datacast increases its rate at the speed of
5Mbps per millisecond. Therefore, Datacast and TCP achieve
good inter-protocol fairness.

5) Cache replacement algorithms: We study the perfor-
mance of Datacast with three different cache management
policies, Least Recently Used (LRU), Least Frequently Used
(LFU) and First In First Out (FIFO). The cache miss ratios
for LRU, LFU and FIFO are 3.90%, 1.63% and 1.12%,
respectively. FIFO achieves the minimum duplicate data ratio
of them, since it always stores new data packets in the cache,
which will be used in the future.

C. Performance comparison

BitTorrent was originally designed for P2P file sharing in
the Internet. Since a data center is a collaborative environment
and the network topology can be known in advance, we use
techniques similar to Cornet [11] to improve the original
BitTorrent. Cornet improvements include: a server does not
immediately leave the system after it receives all the content;
no SHA1 calculation per block; use large block size (4MB).
Cornet suggests using large block size (4MB). Our simulations
demonstrate that smaller block size results in better perfor-
mance. We choose 108KB as the block size in the simulations.
We call the Cornet optimized version BT-Cornet. Similar to
Cornet, we also consider the topology awareness. Since we
have rich topological information, we design the following

neighbor selection algorithm: a server selects 10 peers (when
the group size is less than 10, all the members are peers). It
sorts the group members via the distance. It prefers peers with
a small distance, but guarantees that at least one member (if
it exists) is selected as its peer at each distance range. Similar
to Cornet, tit-for-tat and choke-unchoke are disabled. We call
the optimized version BT-Optimized.

We use two metrics for the comparison. The first metric
is the network stress, which is the sum of all the bytes
transmitted on all the links. The second is the finish time.

In all the simulations, the source sends 500MB data.
Figure 9 shows the performance of Datacast, BT-Cornet,
BT-Optimized under different group sizes for three different
topologies, Fattree(24, 3), BCube(8, 3) and Torus(16, 3).
The group size varies from 8 to 1024. Our results clearly
demonstrate that Datacast is better than BT-Cornet and BT-
Optimized in terms of the network stress and the finish time.
On BCube and Torus, Datacast is much faster since each
server has multiple 1Gbps ports. In all the simulations, the
network stresses of BT-Optimized are 1.2-3.5X than Datacast,
and Datacast is 1.1-3.7X faster than BT-Optimized.

We also note that in our simulations, when the topology is
Fattree, the finish time with BT-Cornet is smaller than with
BT-Optimized. This is because with BT-Optimized, we prefer
peers that are close with each other. This preference may result
in small cliques which may not be fully connected. BCube
does not have such an issue because its structure does not
have hierarchy.

In the experiments, Datacast’s finish times are quite close to
the ideal cases. There is one Steiner tree in Fattree(24, 3), and
there are four Steiner trees in BCube(8, 3), and six in Torus(16,
3). Therefore the ideal finish times are 4s, 1s and 0.67s for
Fattree(24, 3), BCube(8, 3) and Torus(16, 3), respectively. The
finish times of Datacast are 0.67% larger than the ideal cases
on average. Datacast is also efficient. The average link stress
of Datacast is only 1.002, which means that each packet only
traverses each Steiner tree link 1.002 times on average.

VII. IMPLEMENTATION

A. ServerSwitch based implementation

We have implemented Datacast using the design shown in
Figure 2. Fabric Manager, Master, data source and receivers
are all implemented as user-mode applications. Each node in
the data center runs a Datacast daemon, which is responsi-
ble for forwarding and receiving signalling messages. When
Datacast is trying to start a group for data transmission, it
first starts a Master process. The Master process calculates
multiple Steiner trees, and then sends signalling messages to
the group members. The daemons on these nodes will start
the data source process and the receiver processes. Then the
transmission starts.

To cache data packets in intermediate nodes, we use the
ServerSwitch platform [8]. ServerSwitch is composed of an
ASIC switching chip and a commodity server. The switching
chip is connected to the server CPU and memory using PCI-
E. ServerSwitch’s switching chip is programmable. It uses a
TCAM table to define operations for specific types of packets.
To implement data packet caching in switches, we use User
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Fig. 9. Performance comparison of Datacast and BitTorrent.

Defined Lookup Keys (UDLK) to forward data packets to the
Datacast kernel mode driver at branch nodes. The driver is
used to do the in-network data packet caching. At non-branch
nodes, the data packets are directly forwarded by hardware.

B. Evaluation

In this subsection, we use our real testbed implementation
to evaluate Datacast. We use a BCube(4, 1) with 1Gbps links
for our study.

1) Efficiency study: We study Datacast’s performance when
different cache sizes are set for branching nodes. We use
a single Steiner tree shown in Figure 6(a) and slow down
the link from switch <0,0> to node 02 to 100Mbps. We let
δ = 5Mbps, T = 1ms and w = 8. The minimum round trip
time is about 350us. Based on Theorem 1, Datacast works
at the full rate when the cache size is larger than 120KB.
When we use 64KB (or 32KB) cache, the average throughput
is 96.774Mbps (or 88.757Mbps), which is still acceptable due
to the graceful throughput degradation of Datacast. When the
cache size is 128KB, the average throughput is 98.684Mbps,
and the duplicate data ratio is 1.45%, which is lower than the
theoretical bound derived by Theorem 2, 2.87%.

2) Performance comparison: We compare the performance
of Datacast with BitTorrent (we use μtorrent). In this experi-
ment, we use both Datacast and BitTorrent to transfer 4GB

TABLE I
PERFORMANCE COMPARISON OF DATACAST AND BITTORRENT.

Finish Time (s) Link Stress
Datacast 16.9 1.01

BitTorrent 41-52 1.39

data. The cache size on each branch node is 512KB. For
Datacast, δ = 125Mbps and T = 1ms.

Datacast finishes the transmission within 16.9s. The source
achieves 1.89Gbps throughput on average, which is close to
the 2Gbps capacity of the two 1Gbps Steiner trees. The link
stress of Datacast is 1.01. This means that Datacast achieves
high bandwidth efficiency, since each packet only traverses
each Steiner tree link 1.01 times on average. We compare
Datacast with BitTorrent. Using BitTorrent, the receivers finish
the downloading in 41-52s, and the link stress is 1.39. BitTor-
rent is 2.75 times slower than Datacast on average, while its
link stress is 1.38 times larger.

3) Failure handling: To study the failure handling of
Datacast, we manually tear down the slow link. Our Fabric
Manager detects the link failure in 483ms, and then notifies all
the Masters. The Master uses the signalling protocol proposed
in Section III to deliver the signalling messages to all the
receivers in 2.592ms. (As a comparison, using TCP to send the
signalling messages to receivers in parallel takes 20.122ms.)
Then the transmission continues.
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VIII. DISCUSSION

In this paper, we focus on Datacast for RGDD communica-
tion within a data center (intra-DC). We also study whether the
Datacast protocol can be extended for inter data center (inter-
DC) RGDD communication. The biggest challenge here is
that the network latency for inter data center communication
can be large, which will result in high duplicate data ratio.
For example, our measurements show that the network latency
between data centers located in east coast and west coast of
the US is around 71ms. If we use the configuration in our
simulation (i.e., δ = 5Mbps, T = 1ms and R = 100Mbps), the
bound of duplicate data ratio will be as high as 78.3% based
on Theorem 2.

In order to address this issue, we can first select representa-
tive nodes in each data center and use existing high speed TCP
variants (e.g., CUBIC [18]) to deliver data from the source to
these nodes, and then start Datacast to do RGDD within each
data center. The detailed design and evaluation of this inter-
DC approach will be our future work.

IX. RELATED WORK

RGDD is an important traffic pattern, which has been
studied for decades. Existing solutions can be classified into
two categories.
Reliable IP multicast. The design space of reliable IP mul-
ticast has been nicely described in [12]. IP multicast has
scalability issues for maintaining a large number of group
states in the network. Adding reliability to IP multicast is also
hard due to the ACK implosion problem [13].

We compare Datacast with two representative reliable multi-
cast systems: pgm congestion control (pgmcc) [22] and Active
Reliable Multicast (ARM) [26]. Pgmcc needs to explicitly
track the slowest receiver for congestion control, and the
congestion control protocol needs to be run between the sender
and the slowest receiver. Datacast does not need to track
which receiver is the slowest. This is because Datacast uses
the duplicate interest packets as congestion signals, hence
congestion control becomes the local action of the sender.
ARM uses the active network concept and network devices
also cache packet, but the cached packets are used only for
re-transmission. Hence most likely the cached packets will
not be used even once. Furthermore, re-transmitted packets
are broadcasted along the whole sub-tree in ARM, whereas
they are delivered only to the needed receivers in Datacast.
End-host based overlay system. End-host based overlay
system overcomes the scalability issue by transmitting data
among peers. No group states are needed in network devices,
and reliability is easily achieved by directly using TCP. It is
widely used in the Internet. However, end-host based overlay
systems suffer from low bandwidth efficiency. For example,
the worst-case link stress of SplitStream can be tens [3],
and the average and worst-case link stresses of End System
Multicast (ESM) [19] are 1.9 and 9, respectively.

Recently, in the work of Orchestra [11], Cornet is pro-
posed, which is an optimized version of BitTorrent for DCNs.
Different from the distributed manner of Cornet, Datacast
is a centralized approach. Due to the fact that a data cen-
ter network is built and managed by a single organization,

centralized designs become possible (e.g., software-defined
networking [17]). Due to its centralized nature, Datacast is
able to utilize multiple Steiner trees for data delivery, and
achieve minimum finish time. Since the routing path from a
receiver to data source is predetermined, high cache utilization
is achieved. Furthermore, as we have demonstrated in the
paper, the intermediate device only needs to maintain small
cache per Steiner tree. All these benefits are hard, if not
totally impossible, to be achieved by distributed approaches
like Cornet.

X. CONCLUSION

In this paper, we have presented the design, analysis,
implementation and evaluation of Datacast for RGDD in
data centers. Datacast first calculates multiple edge-disjoint
Steiner trees with low time complexity, and then distributes
data among them. In each Steiner tree, by leveraging in-
network packet caching, Datacast uses a simple, but effective
congestion control algorithm to achieve scalability and high
bandwidth efficiency.

By building a fluid model, we show analytically that
the congestion control algorithm uses small cache size for
each group (e.g., 125KB), and results in few duplicate data
transmissions (e.g., 1.19%). Our analytical results are verified
by both simulations and experiments. We have implemented
Datacast using the ServerSwitch platform. When we use
Datacast to transmit 4GB data in our 1Gbps BCube(4, 1)
testbed with two edge-disjoint Steiner trees, the link stress
is only 1.01 and the finish time is 16.9s, which is close to the
16s lower bound.

APPENDIX

To build the model, we first analyze under what condition
a duplicate interest is received at the data source. Figure 10
shows a scenario with three caching switches between the
source and the slowest receiver. We assume that these switches
are “shared with” (i.e., also connected to) a number of fast
receivers. From the figure, we can see that the caches that are
farther to the slowest receiver will store newer data (shown
in the shadow areas), while the ones that are closer to the
slowest receiver will store older data. The reason is that data
packets are propagated from the source to the slowest receiver.
However, the interest is sent from the slowest receiver to the
source. If the last shared switch (i.e., switch 3) does not have
the corresponding data, others will not have it either. The
last shared switch is therefore very critical to cache misses.
We defined it as the critical caching node. When the critical
caching node cannot serve an interest, the interest will be sent
to the source as a duplicate interest. The critical caching node
does not change over time for a given transmission tree, since
it is determined by the structure of the transmission tree and
the positions of slow and fast receivers, i.e., the last shared
caching node of the slowest receiver and fast receivers.

After understanding when a duplicate interest is received at
the source, we build a fluid model to analyze the performance
of Datacast, based on the following assumptions: 1) The
(desired4) rate of the slowest receiver, R, does not change

4Here “desired” means that the rate of the slowest receiver is not con-
strained by the sending rate of the data source.
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TABLE II
NOTATIONS USED IN THE FLUID MODEL.

Notation Meaning
t The current time.

xs(t), xr(t) The data sequence positions of the data
source and the slowest receiver.

R The rate of the slowest receivers.
C The size of the cache (the content store).

MTU The size of a full Datacast data packet.
δ, T The two parameters of Datacast congestion

control, which are proposed in Section
V-B.

ta The start time of state 0.
tb The end time of state 0, and the start time

of state 1.
tc The end time of state 1.

Δx(t) xs(t− d1 − d2)− xr(t− d1 + d3)

over time. 2) The credit number w is large enough to saturate
the pipe. 3) The queue is large enough so that there is no
packet drop due to the buffer overflow of a queue. Table II
shows the notations that are used in the analysis. Our fluid
model can be described by the following equations:

x′′
s (t)= (1− p(t))

δ

T
− p(t)

x′
s(t)

2

x′
r(t− d1 − d4)

MTU
(2)

x′
r(t)=

{
R if xr(t) < xs(t−d2−d3)
max{R, x′

s(t− d2 − d3)} if xr(t) = xs(t−d2−d3)
(3)

p(t) = 1{xs(t−d1−d2)−xr(t−d1+d3)>C+w·MTU−(d3+d4)R}
(4)

In this model, Equation (3) captures the slowest receiver’s

(actual) rate. At time t, the slowest receiver wants data xr(t),
and the newest data it can get from the data source is xs(t−
d2 − d3). When xr(t) < xs(t− d2 − d3), it means that there
are packets in the queues between the source and the slowest
receiver, so the slowest receiver’s rate is R. When xr(t) =
xs(t−d2−d3), the queues between the source and the slowest
receiver are empty, so the slowest receiver is constrained by
both the source’s rate at time t−d2−d3 and R. Equation (4) is
an indicator function. p(t) = 1 when the data source receives
a duplicate interest, otherwise p(t) = 0. If the data source
receives a duplicate interest at time t, the interest will not be
served by the critical caching node at time t− d1. When the
slowest receiver is retrieving data from the critical caching
node, the data in the queues between the critical caching node
and the slowest receiver are w ·MTU − (d3 + d4)R. At time
t−d1, the interest from the slowest receiver is retrieving xr(t−
d1+d3)+w·MTU−(d3+d4)R from the critical caching node,
while the newest data is xs(t − d1 − d2). So if the distance
between them is larger than C, p(t) = 1. Otherwise, p(t) = 0.
Equation (2) models the rate control at the data source. δ

T
captures a constant rate increase δ in every time period T
if there is no duplicate interest. The second term is the rate
decrease when duplicate interests are received (i.e., p(t) = 1).
When p(t) = 1, the data source receives one duplicate interest
from the slowest receiver in every time period MTU

x′
r(t−d1−d4)

,
and decreases its sending rate by half. The decreasing rate
therefore is x′

s(t)
2 / MTU

x′
r(t−d1−d4)

=
x′
s(t)
2

x′
r(t−d1−d4)

MTU .

We say the system is in state 0 when p(t) = 0, in state 1
when p(t) = 1. It is easy to see that the system will oscillate
between the two states, since x′′

s (t) > 0 in state 0, and
x′′
s (t) < 0 in state 1. We call it a cycle from the start of state
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Fig. 11. An illustration of the state changes in Datacast.

0 to the end of state 1. Figure 11 gives us an illustration of
the state changes in Datacast.

Proof of Theorem 1:
Proof: We first prove that if Inequality (1) is true, the rate

of the slowest receiver is not reduced, i.e., x′
r(t) = R. To prove

that, we first prove Δx(t) > 0. It is easy to see it holds in state
1, since Δx(t) > C +w ·MTU − (d3 + d4)R in state 1, and
w is enough to saturate the pipe, i.e., w ·MTU ≥ RTTm ·R,
where RTTm = d1 + d2 + d3 + d4. Next, we prove that it is
also true in state 0.

In state 0, when t ∈ (ta, ta + d1 + d2], we have

Δx(t) > xs(ta − d1 − d2)− xr(ta − d1 + d3)− (t− ta)R

≥ C + (w ·MTU − (d3 + d4)R)− (d1 + d2)R

= C + (w ·MTU −RTTm ·R) >
R2T

2δ

When t ∈ (ta + d1 + d2, tb), we have

Δx(t) =

∫ t

ta+d1+d2

Δx′(t)dt+Δx(ta + d1 + d2)

>

∫ t−d1−d2

ta

(
x′
s(t)−R

)
dt+

T

2δ
R2

=
δ

2T
(t− d1 − d2 − ta)

2

+ (x′
s(ta)−R)(t− d1 − d2 − ta) +

T

2δ
R2

≥− T

2δ
(R− x′

s(ta))
2 +

T

2δ
R2 > 0

So Δx(t) > 0 is also true in state 0. Putting Δx(t) > 0 into
(3), we get x′

r(t) = R, which means that the slowest receiver’s
rate is not slowed down. Actually, it can be further proved that
the average sending rate of the data source will converge to R
(which is omitted due to the space limitation), i.e., Datacast
works at the full rate when Inequality (1) is satisfied.

Theorem 1 provides a sufficient condition to guarantee
x′
r(t) = R. When C is not large enough, x′

r(t) can
possibly be constrained by x′

s(t − d2 − d3) in state 0.
However, x′

s(t − d2 − d3) will grow at a constant speed, δ
T .

xs(t− d2 − d3) will soon be greater than xr(t), which means
that the slowest receiver’s rate is back to R. Even when
C is not large enough, the system will experience graceful
performance degradation instead of abrupt performance
changes, as we have observed in the simulations and
experiments.

Proof of Theorem 2:
Proof: The duplicate ratio can be calculated as

(tc−tb)R
xs(tc)−xs(ta)

. (tc − tb)R is the amount of duplicate data that
the slowest receiver requested in state 1, while xs(tc)−xs(ta)
is the amount of new data sent from the source in the whole
cycle. On entering the stable state, in each cycle, the data
source and the slowest receiver move forward by the same
distance, i.e., xs(tc) − xs(ta) = xr(tc) − xr(ta). Since
x′
r(t) = R, xr(tc) − xr(ta) = (tc − ta)R. The duplicate

data ratio can be simplified as tc−tb
tc−ta

. To calculate it, we first
derive the links between the two states. At time ta, tb and tc,
we have

x′
s(ta) = x′

s(tc)

x′
s(tb) = x′

s(ta) +
δ

T
(tb − ta)

x′
s(tc) = x′

s(tb)e
− R

2MTU (tc−tb)

At time tb and tc, we have Δx(tb) = Δx(tc) = C + w ·
MTU − (d3 + d4)R. So we have xs(tc − d1 − d2)− xs(tb −
d1−d2) = xr(tc−d1+d3)−xr(tb−d1+d3). The right item is
(tc− tb)R, since x′

r(t) = R. The left item can be divided into
two parts, xs(tc−d1−d2)−xs(tb) and xs(tb)−xs(tb−d1−d2).
We calculate them separately, and then we get

(tc − tb)R =x′
s(tb)(d1 + d2)− δ

2T
(d1 + d2)

2

+
2MTU

R
x′
s(tb)(1 − e−

R
2MTU (tc−tb−d1−d2))

(5)

From Equation (5), we can derive:

(tc − tb)R

≤ 2MTU

R
x′
s(ta)(e

R
2MTU (tc−tb) − e

R
2MTU (d1+d2))

+ x′
s(tb)(d1 + d2)

≤ 2MTU

R
x′
s(ta)(e

R
2MTU (tc−tb) − 1− R

2MTU
(d1 + d2))

+ x′
s(tb)(d1 + d2)

= (x′
s(tb)− x′

s(ta))(d1 + d2) +
2MTU

R
(x′

s(tb)− x′
s(ta))

=
δ

T
(
2MTU

R
+ d1 + d2)(tb − ta) (6)

From (6), we can finally derive the bound of the duplicate
data ratio

tc − tb
tc − ta

≤
δ
T

δ
T + R

2MTU
R +d1+d2

≤
δ
T

δ
T + R

2MTU
R +RTTm

the equal sign is true when RTTm = 0.
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